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Introduction - About the paper

Pre-print
Presented at IEEE RAS International 2019 Summer School
Research done at Queensland University of Technology, Australia

Patricio Cerda IA Lab - Cognitive Robotics 14 de enero de 2020 3 / 35



Introduction - Problem

Where to look for objects within larger context?
e.g. “Please get the milk”
Humans intuitively know where to search
Probabilistic underlying process: items are not randomly placed, but
near a small set of other similar objects
Application? Smart domestic service robotics: indoors, household-like
environments

Patricio Cerda IA Lab - Cognitive Robotics 14 de enero de 2020 4 / 35



Introduction - Contribution

They train an agent via Reinforcement Learning, using Graph
Convolutional Networks (GCNs)
Operate at graph-based map model of the environment

Nodes: robot poses or static object landmarks
Edges: within range for interaction

Agent learns to find non-static objects on the map, even if not seen
during training
Agent generalizes over different graphs
Fast convergence, and sped-up if pre-trained on proxy task
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Concepts - Semantic SLAM

SLAM: Simultaneous Localization and Mapping

SLAM in action

Semantic? → rich environment representations, with objects as central unit

1 SLAM++
2 QuadricSLAM
3 Fusion++

These semantically rich graphs (with pose and object nodes) will be the
starting point
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Concepts - QuadricSLAM

QuadricSLAM - Sünderhauf et al

Objects as landmarks to estimate camera pose.
Uses DL-based low-dimensional visual descriptors.
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Concepts - Goal directed navigation

Objective: policy that enables robot to find specific target in environment

1 Object Goal Task Taxonomy (more on this later)
2 Visual navigation: from raw pixels, features can be low-level or

high-level
3 Literature on building implicit map representations
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Concepts - Graph Neural Networks

GNNs operate over graph data structures

A graph G is a pair (V ,E ) where:
V is a set of vertices
E is a set of edges

2D convolution vs graph convolution
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Concepts - Graph Neural Networks

There are 4 families of GNNs:

1 Convolutional GNNs → used in this work
2 Recurrent GNNs
3 Spatial-temporal GNNs
4 Graph Auto-encoders
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Concepts - Graph Convolutional Network (GCN)

Graph Convolutional Network

Patricio Cerda IA Lab - Cognitive Robotics 14 de enero de 2020 12 / 35



Concepts - REINFORCE algorithm

∆θt = α∇θlogπθ(st , at)vt

vt = Qπθ (st , at)
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Problem

Definition (Task)
Given an indoor environment and its graph, find a given non-static “target
object” by navigating to it
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Assumptions

1 Environment previously mapped using semantic SLAM
2 Map is a graph

- Pose nodes and object nodes
- (pose-pose) edge: robot can navigate between both
- (pose-object) edge: robot in range for interaction

3 Map objects are static

Example graph shows vertices and edges
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Assumptions

4 Target objects are small, non-static, and not mapped
5 There are rules for which subset can they appear near to

Target objects adjacency rules
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Assumptions

6 Underlying probabilistic process is hidden, unknown to robot
7 Positions are random per each episode
8 Policy is agnostic to target object1

9 π is a high-level planner: it proposes a node to visit
10 Robot can navigate to given goal pose using path-planning, motion

control, obstacle avoidance, localization, etc.

1i.e. they do not train one π per target class
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Approach

π(G, ctarget) = FC(GCN(Y ))

Single GCN layer
Fully Connected block made up of 3 layers
Trained with REINFORCE
ReLU activations
π provides distribution over vertices, conditioned on target
Navigation goal selected sampling from π
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Approach

G = ((X ∪ L), E)

Poses Xi ∈ SE3 : (x , y , z) + (α, β, γ), initial feature vector
[0, ..., 0] ∈ R300

Landmarks Lj : label cj ∈ Cmap, FastText feature vector yj ∈ R300

Target labels ctarget ∈ Ctargets

Cmap ∩ Ctargets = ∅
ctarget /∈ Cmap
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Approach

Aggregation operation:

Z = σ(D̂− 1
2 ÂD̂− 1

2 Y Θ)

Where:
Â = A + I: adjacency matrix (with loops)
Θ: GCN weights, ∈ R300x64

Y : Node feature matrix, ∈ RNx300

D̂ii =
∑

j Aij : the diagonal degree matrix of the graph
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Approach

Logits for node i :
pi = f3(f2(f1([zi ; ztarget ])))

With:
ztarget = σ(Ytarget ·Θ)

f1 : R128 → R64

f2 : R64 → R32

f3 : R32 → R1

Finally, π is the distribution denoted by every pi . To set the navigation
goal, we sample from π.
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Some considerations

Trick: manually set (pi = −100) for landmark nodes to only sample
pose nodes as goals
Optimiser: ADAM(10−4)
Task successful if target object is within first 10 navigation goals
20 different underlying probabilistic models are considered
Environments are 100 % synthetically generated
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Faster convergence

Pre-training on proxy task leads to better performance, as weights are
initialized to better interpret semantic word representations:

Does not require topology information
In this case, objects in map can be from either Cmap or Ctarget

Probabilistic model is different from all the ones in training
Speeds-up learning process

Definition (Classification Task)
Given ytarget , which pose nodes are connected to an instance of this class?
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Experiments & results

200 agents in total, 1000 episodes each
Baselines

1 Random policy: pick navigation goal at random, never repeating
2 Oracle policy: has access to the underlying probabilistic model, and

picks node with maximum probability
Metrics

1 Success rate: considering 10 attempts
2 Steps to target: only for successful episodes, how many attempts
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Experiments & results

Table 1: results on seen environments

Table 2: results on unseen environments
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Experiments & results
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Experiments & results
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Experiments & results
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Experiments & results
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Commentary

Using an inductive model, like Graph Attention Networks, would
alleviate the performance drop in unseen environments. Also,
attending in different magnitudes to each neighbor could be useful
Maybe considering a “success@5” metric would tell interesting things
Implement in a real robot!
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