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About the paper



● We want robots to understand us

● How? 

○ Traditional UI

○ Gestures

○ Imitation

○ Verbal instructions

● Emphasis on interaction

Motivation



● Complex structures

● Wide variety of expressions

● Ambiguity: how to resolve 

conflicts?

Challenges in NL comprehension



● Framework for controlling 

robots via unconstrained 

natural language

● Task: moving real world 

objects (zero-shot)

Proposal

● Can resolve ambiguity through dialogue, 

using visual and verbal feedback



● State-of-the-art object detection 

models

○ Deep Learning approaches

■ Objectness detectors (Faster R-CNN)

■ Single-shot multibox detectors (SSD)

● Object-referring expression models

○ Context modeling

○ Speaker-listener-reinforcer models

Enabling technologies



● Highly cluttered environments

○ Challenge: occlusion

○ Many copies force the use of relative directions

● Organized environments

○ Challenge: indirect references

● Wide variety of objects (> 100)

○ Some are abstract

○ 22 unseen in test set

● Training set: 

○ 1k images

○ 71k instructions

○ 25k bounding boxes

Dataset (PFC-PIC) 
“Move the tissue box to the top right bin”



● 2 modules

○ Object recognition

○ Language understanding

● Joint training

Proposed method



● No region proposal network (default boxes) speed!

● Classifies each area

● New: each candidate is either “foreground object” or “background”

Object detection: Single-shot multibox detector



● Referring expression listener model

● Modified for zero-shot recognition of 

unseen objects

● Scores:  { s_i  | s_i  \in  [-1, 1 ] }                           

where  s_i  = cos_dist(feat(I),  feat(q))

Target object selection
Task definition:    B = {b_1, …, b_n},   find    b*  given   q   and   I    such that   b* = b_true



● Same NN architecture as previous’ step 

instruction processing works nicely

Target box selection



●       is a pre-trained ResNet-50 CNN

● Ironically, this is the most ambiguous part of the paper

○ Ratio of the negative undersampling?

○ If ambiguous, what objects does the clarification process reason over? 

● Margin-based approach

● Unambiguous instruction only if  (object, box)  has score > m_obj  and  > m_box

● Formally 

Handling ambiguity



● Candidate object detection:

○ ImageNet-trained VGG16

○ Fine-tuning with data augmentation

● 512 hidden units for MLPs and LSTMs

● Loss functions:  

○ SSD: IoU over real bounding box

○ Target object: cross-entropy over correct bounding box

○ Target box: cross-entropy over boxes

○ Ambiguity: margin maximization

Training details



● FANUC M10iA industrial robot arm 

● Vacuum gripper as end-effector

● Grasp validation: PPG-CV pressure sensor

● Ensenso N35 stereo camera (point-cloud)

● IDS uEye RGB camera

● PC specs: GTX 1070, i7 6700K

● Arm planning: RRT

● Grasp planning: IK engine

Robotic system setup



● Each module solves its own task successfully

●

● Top-k accuracy rapidly approaches 99%

●

● Clarification is validated as a useful tool to 

achieve a better performance

Results
Top-1 accuracy per module

Top-k accuracy for target object selection



Results



Results



Results



● Successfully introduces a robotic system that handles 

unconstrained spoken language instructions and clarifies 

ambiguity through interactive dialogue

● Achieved a high end-to-end picking accuracy of 73.1% 

with an industrial robot

● Demonstrated that an interactive clarification process is 

effective for disambiguation of a human operator’s 

intention

Conclusions



Demo

http://www.youtube.com/watch?v=DGJazkyw0Ws

